GANemotion: Increase Vitality of Characters in Videos by Generative Adversary Networks
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Abstract—Increasing the vitality of facial expression for characters in videos can greatly improve the user experience on entertainments, like in films, animations, news broadcasting, or even a static painting. Recent advances have been made on facial expression migration, especially by GANs for better performance, while most of them cannot be automatically applied in consecutive frames.

In this paper, we propose GANemotion, an automatic facial expression migration architecture for real-time videos. Three main modules are designed for this purpose: audio emotion classification module, facial expression classification module, and facial expression migration module on GANs. The outputs of the first two modules will be the inputs of the third module, where the emotion type acquired from text analysis will be the target generation label and image from facial classification is the object for processing. Expression attention algorithm and standard AU library are specially designed for avoiding distortion and processing on non-real world characters. Experiments have been applied to each module and the whole architecture respectively. They show the feasibility of GANemotion with higher classification accuracy, and vivid generation, breaking the limits of non-real world characters and low illumination conditions.

I. INTRODUCTION

Recently, an artificial intelligence (AI) robot newsreader is firstly launched in China’s state-run Xinhua News Agency, whose name is Anchor [1]. Anchor is modelled on presenter Zhang Zhao and learns from live videos, who can report via social media 24 hours without a break. As it is declared as “world first”, this robot newsreader seems not so much satisfactory, with its indifferent emotions and unchanged facial expressions (shown in the first column of Fig. 1). Generally speaking, virtual characters like this robot newsreader are widely applied in daily entertainment, such as film shooting, virtual live shows, AR interactions, and so on. It is necessary to increase the vitality of their facial expressions, for providing better user experiences.

Facial expressions, actually, are the combination and coordination of the actions on facial muscles [2]. To anatomically analyze such muscle movements, Ekman et al. [3] proposed a Facial Action Coding System (FACS) to represent facial expressions in terms of 44 Standard Action Units (AUs). Taking the facial expression surprise as an example, it can be generally represented by 4 AUs: inner brow raiser (AU-1), outer brow raiser (AU-2), lip part (AU-25), and jaw drops (AU-26) [4], [5].

To increase the vitality of facial expressions, for instance, to change a neutral face to a happy one, is actually a classical image migration problem. Early approaches for solving this problem use mass-and-spring models [6] or 2D/3D morphings [7], [8], to artificially approximate skin and muscle movements, but with less reality. Further enhanced, recent advances have been made by GANs to preserve key attributes between original and mapped images, typically like ExprGAN [9], StarGAN [10], and GANimation [2]. However, neither of them can be automatically applied on real-time video processing. That is, their design is mainly applied on single image with manual labeling on target expressions.

Thus, for designing an automatic facial expression migration architecture on real-time video processing, three problems should be solved. Basically, what is the facial expression represented in images? This problem requires an accurate facial expression classification to teach computers on recognizing emotions. Secondly, which facial expression we want to generate/change to? An automatic emotion labeling module should be designed, where we consider that the analysis on audio corresponding to target videos can provide help. It means that a speech recognition algorithm is needed for
processing speech-to-text transcribed documents. Lastly, how to generate required emotions on talking faces? Especially, two more sub-questions should be further answered: (i) how to add facial expressions without affecting other facial motions (e.g., talking mouth)? (ii) how to generate facial expressions for non-real world characters that the model never learns? As there are several researches leveraging GANs to get better performances, we will design an enhanced model based on GANimation [11], as the third module to solve the above-mentioned problems. For better performance, the accessories on the face and the low illumination condition on images are also considered.

Correspondingly, we propose GANemotion, an automatic facial expression migration architecture based on GANs, for increasing the vitality of characters in videos. It is combined of three modules: facial expression classification module, audio emotion recognition module, and facial expression migration model by GANs. The first module is the basis of this architecture, which outputs the facial expression type in each frame. The second module mainly realizes the automatic labeling by sentiment analysis. The third module accumulates the two outputs from former modules as its input to generate expressions we need for target videos. To avoid the effect on normal facial motions, we design the expression attention algorithm, which applies different coefficients for AUs affecting original facial motions. And we build a standard AU library for generations on non-real world characters. As illustrated in Fig. 1, compared with the original frame in the first column, GANemotion can successfully increase the vitality of news broadcaster by generating rich expressions, with realistic generations.

Evaluations further show the feasibility of GANemotion. The classification accuracy on the audio module has improved to 56.9% after category clustering. The accuracy for facial expression recognition is 78.5%, outperforming among single models, such as SVM, VGG-16, and ResNet50 [12], and other classification methods, including Shinohara et al. [13], Lyons et al. [14], and Feng [15]. The migration ability of GANemotion is also proved to be efficient, even can deal with the limitations of non-real world characters and low illumination conditions, avoiding the effect on original facial motions.

In a word, the contributions of this paper are as follow:

1) We design and implement an automatic facial expression migration architecture, for increasing the vitality of characters in real-time videos, without manual labeling.
2) To increase the migration ability, we propose an expression attention algorithm to eliminate distortion on facial motion, together with the standard AU library for non-real world characters common in entertained videos.
3) Rich work on training, fine-tuning and testing have proved the feasibility of our proposed architecture, which also indicates the potential of GANs applied in the entertainment area.

II. RELATED WORK

Corresponding to three modules in GANemotion, a significant amount of researches have been made for each module, including facial expression classification, audio emotion recognition, and facial expression migration by GANs.

A. Facial Expression Classification

As a basis of facial expression migration architecture, processors have to know which expression representing in images. This module requires two main steps: feature extraction and classification, which derives three kinds of approaches, including optical flow based, fiducial points based, and model-based approaches.

Optical flow based approaches describe spatial-temporal facial actions by estimating the direction and magnitude associated with certain AUs [16], [17]. This kind of methods have consistent sensitivity for subtle facial recognition, but flow estimation tends to be noisy [18]. For the finer level of FACS AU, fiducial points based approaches quantify facial movements by measuring the geometrical displacement of facial feature points between two consecutive frames [19], [20]. After the segmentation of facial features (i.e., eyes, eyebrows, mouth, etc.), each point is coded into AUs, which will be further compared against the descriptors in FACS for classification. These are approaches are more robust, but fail to cope with illumination changes and non-rigid facial motions. Further enhanced, model-based approaches define several metrics for extract features, like Gabor wavelet coefficients [15], Hidden Markov Model (HMM) [18], Active Appearance Model (AAM) [21], or more complicated neural networks [22]. The classification next is realized by the comparison of nearest mean vectors. For discrete emotion categories, these model-based approaches are satisfied enough by its higher classification accuracy.

B. Audio Emotion Classification

This module includes two main steps: (i) speech-to-text conversion; (ii) sentiment analysis in text. As for the first step, several speech documents like talks [23], voice mails [24], or broadcast news [25], should be transcribed for further speech recognition [26]. In such transcription, not only streams or words are contained, but also the structural information. It is not effective to simply transcribe all words, because of too much irrelevant information. To achieve better conversion result, generally, recent innovations in speech-to-text transcription system combines three modules: feature extraction front end, acoustic models, and language models [27]. As a typical solution, the IBM Watson Speech to Text service [28] provides better quality of services (QoS) on transcribing more than 10 languages speeches into text, after simple uploading of audio files. In this paper, we also adapt this service for our further sentiment analysis.

The second step requires a pre-trained language representation applied to downstream sentiment analysis, which can also be divided to two kinds: feature-based and fine-tuning methods. The feature-based approach uses specific tasks as
Fig. 2. The framework illustration of GANemotion.

Additional features [29]. But it has less satisfactory than fine-tuning methods, which is directly trained on downstream tasks by fine-tuning the pre-trained parameters [30]. To solve the unidirectional limitation of fine-tuning method, BERT [31] is designed to pre-train deep bidirectional representations by jointly conditioning on both left and right context.

C. Facial Expression Generation by GANs

As a member of generative models, GANs are built on game theory for two parties: generator and discriminator. Generator tends to produce realistic fake samples, while discriminator tries to distinguish it as fake data. The final tradeoff of this game is called Nash Equilibrium, where the best migration result can be acquired [32]. Recent works [9]–[11] show it efficiency in facial expression migration, especially on solving less paired training data and low synthetic face resolution. StarGAN [10] achieves the general image-to-image translation less paired training data and low synthetic face resolution. GANimation [11] realizes a novel GAN conditioning architecture based on AU annotations. It allows the training on multiple combination of AUs with a fully unsupervised manners. Among state-of-the-art researches, GANimation achieves the best migration result, which is also leveraged in our design.

III. FRAMEWORK AND PROBLEM FORMULATION

To realize an automatic emotion-text migration architecture, we separate the input video into two parts: audio part and frame part. Synchronized by timestamps \( t_i (i \in [1, n]) \) in video \( V \), corresponding audio \( A \) and frames \( F \) will be processed by two flows. Firstly, the audio \( A \) will be transcribed to text \( T_A \) and then analyzed by sentiment classification algorithm, which outputs the classified emotion type series \( \{e_{t_1}, e_{t_2}, ..., e_{t_n}\} \) followed by time sequence \( \{t_1, t_2, ..., t_n\} \). Here, \( e_i \) belongs to the discrete emotion categories \( K \), which is defined as 7 standard emotions: happy, sad, surprise, angry, fear, disgust, and neutral. For another flow, the facial expressions in frames

\( F \) will be classified by facial expression classification module and acquire expression series \( \{F_{e_{t_1}}, F_{e_{t_2}}, ..., F_{e_{t_n}}\} \) followed by same time sequence. The comparison between emotion type in audio and corresponding expression type in frames at the same timestamp leads to the further decision: if these two types are same, then skip the frame; otherwise, this frame will be transferred to the next facial expression migration module, and the emotion type will become its target migration label.

Additionally, a necessary synchronization should be done between the above two modules. In synchronization, we should first set the sampling rate of videos, indicating the number of pictures sampled for facial expression classification module. Considering that people cannot change their expression too fast, we set the sampling rate as 1 frame per second. That is, in one second, there will be one image input into facial expression classification module, and the corresponding one-second audio will be transcribed to text for sentiment analysis. However, as the emotions cannot be analyzed from such a short time in speech, the synchronization module should next consider the changing timestamp of emotions in speech. As emotions can only be detected by complete sentences, such changing timestamp exists in one certain gap between two sentences, which will be given by audio emotion classification model. The synchronization module will limit the output of the audio module as one emotion type at one time, and record the corresponding timestamp to calculate the time durations. This time duration indicates the number of the images should be output and further generated in the next module, when our pre-set sampling rate is 1 fps.

In this migration module, each input frame (RGB image) will be defined as \( I_{y_j} \in \mathbb{R}^{h \times w \times 3} \) (\( h \) and \( w \) is the height and width of the frame), and the facial expressions are encoded by a set of \( N \) AUs \( y_j = (y_{j1}, y_{j2}, ..., y_{jn})^T \) \( (y_j \in [0, 1]) \). The aim of GANs in this module is to learn a mapping \( M \) to translate \( I_{y_j} \) to an output image \( I_{y_e} \) labelled by target AU \( y_e \) on another input emotion type \( e_{t_1} \). So this mapping can be represented as \( M : (I_{y_j}, y_e) \rightarrow I_{y_e} \). In GANemotion, we adapt the generative processing in GANimation [11], where we train \( M \) in a fully unsupervised manner with training triples \( \{I_{y_j}, y_{j1}, y_{j2} \}_{m=1}^M \). Note that the target AU vectors \( y_e \) here are acquired from standard AU libraries and extracted
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by input emotion type, rather than random migration, which mainly realizes the automatic labeling in GANemotion. The generated emotion picture will be applied back to original video to increase its vitality. The whole framework is shown in Fig. 2.

IV. DESIGN OF GANEMOTION

In this section, we will go for the detail about the design of GANemotion, especially for three main modules colored in Fig. 2, that is, audio emotion classification module, facial expression classification module, and facial expression migration module. The outputs of former two modules are the inputs of the third module, so the goal of GAN in the third module is to generate a picture from original expression in frames to emotion type automatically acquired from text analysis.

A. Facial Expression Classification

Accurate classification is the basis of the further modules, which gives the recognition ability for GANemotion on facial expressions. Considering that a diverse set of models can derive more accurate analysis than a single model, we use ensemble learning [33] for this classification. To avoid error accumulation from the first model, we take Boosting as the main technique of ensemble learning, which follows sequential steps as below:

1) Create a subset from original dataset, and initial all data points to equal weights;
2) Create a base model on this subset to make predictions on the whole dataset;
3) Incorrectly predicted values will be given higher weights, and another model is next created to predict the whole dataset;
4) The rest can be done in the same manner, until the final model is constructed by the weighted mean of all created models.

In our module, we attempt to combine three state-of-the-art deep learning models: ResNet-20 [12], ResNet-50 [12], and VGG16 [12]. Inspired by this Boosting technique, the first model will extract features by ResNet-20 pre-trained by CIFAR10 dataset [34] and get classification probabilities by SVM classifier, which replaces the final fully connected layer in ResNet by softmax function of SVM. Similarly, the next two modules use ResNet-50 and VGG16 pre-trained both on ImageNet [35] for feature extraction and XGBoost Classifier [36] for classification. All output probabilities of these three models will be transferred as three input features for training the final logistic regression model, as shown in Fig. 3. We test this final model on test dataset, and then take the output with the highest score as the final prediction. Here, the logistic regression is implemented by sklearn library [37].

B. Audio Emotion Classification

This module is seamlessly connected by two sub-modules: speech-to-text transcription and sentiment analysis. It aims to collect the indicated emotions from word representations, which will further become the label of target migration. Taking Anchor at the beginning as an example, we analyze the news and comments he gives to imply any emotions, and then generate corresponding facial expressions to increase his vitality when broadcasting news.

1) Speech-to-text Transcription: As mentioned in Section II-B, general transcription model has three components: feature extraction front end, acoustic models, and language models. In GANemotion, we leverage the IBM Watson Speech to Text API [28] for our audio transcription. Its three components are designed as [38]:

1) Feature extraction front end: The features for representing the acoustic signal in audio are 40-dimensional vectors collected from linear discriminant analysis (LDA) projection. It will extract those features at a rate of 100 frames/second from a Hamming windowed speech segmentation of 25ms durations. The segmentation here is obtained by HMM-based segmentation system with a five-state, left-to-right sequence with no skip state. The K-means clustering algorithm is further applied for speaker adaptation.

2) Acoustic model: The speaker-independent acoustic model in Watson is trained on the aforementioned features normalized on a per-speaker basis. It leverages continuous density, left-to-right HMMs, and uniform transition probabilities.

3) Language model: Three separated four-gram models are constructed with modified Kneser-Ney smoothing [39], including meeting model, scientific proceeding model, and Fisher’s video model.

2) Sentiment Analysis: Accurate emotion type analysis is required for further better migration. Latest BERT [31] shows its higher efficiency, especially for solving the unidirectional constraints by its pre-trained manners. This sub-module is also a multi-layer bidirectional transformer encoder based on BERT [31], and we then fine tune it for the compatible of video emotion analysis. The construction of this sub-module followed by pre-training and fine tuning procedures.

The pre-training step leverages the pre-trained BERTBASE model, with 12 layers, 768 hidden size, 12 self-attention heads, and 110M parameters in total. It is pre-trained on BooksCorpus (800M words) [40] and English Wikipedia (2,500M words) [41]. The detailed pre-trained procedures can be referred to Jacob et al. [31].

Fig. 3. The framework illustration of facial expression classification module in GANemotion.
TABLE I
THE CORRESPONDENCE OF COMBINATION ON EMOTION CATEGORIES

<table>
<thead>
<tr>
<th>Original categories</th>
<th>Combined categories</th>
<th>Standard AUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>happiness</td>
<td>combined</td>
<td>6+12</td>
</tr>
<tr>
<td>relief</td>
<td>happy</td>
<td>6+12</td>
</tr>
<tr>
<td>fun</td>
<td>4+5+7+23</td>
<td></td>
</tr>
<tr>
<td>love</td>
<td></td>
<td></td>
</tr>
<tr>
<td>anger</td>
<td>angry</td>
<td>1+25+26</td>
</tr>
<tr>
<td>hate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>surprise</td>
<td>surprise</td>
<td>1+25+26</td>
</tr>
<tr>
<td>enthusiasm</td>
<td>neutral</td>
<td></td>
</tr>
<tr>
<td>neutral</td>
<td>neutral</td>
<td></td>
</tr>
<tr>
<td>empty</td>
<td>sad</td>
<td></td>
</tr>
<tr>
<td>sadness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>boredom</td>
<td>disgust</td>
<td></td>
</tr>
<tr>
<td>worry</td>
<td>fear</td>
<td></td>
</tr>
</tbody>
</table>

In the fine-tuning step, novel parameters for fine-tuning are added on classification layer \(W \in \mathbb{R}^{K \times H}\), where \(H\) is the hidden size, and \(K\) is the number of classifier labels, also mentioned as 7 emotion types in Section III. The input dataset for this step is Kaggle [42], which has 30K tweets and 13 categories. In pre-processing of this step, links and At someone (label “@”) are replaced by simple notations, and 13 categories are combined to 7 standard types for increasing the classification accuracy. The correspondence in combination is shown in Table I. The pre-processed data will be input as \(C \in \mathbb{R}^{H}\), and a standard softmax function \(P = \text{softmax}(CW^{T})\) calculates the label probabilities \(P \in \mathbb{R}^{K}\).

C. Facial Expression Generation by GANs

This module is designed based on GANimation [11], which is the latest bidirectional migration architecture. A generator \(G(I_{yj}|y_{c})\) is trained realistically to transform the facial expression in \(I_{yj}\) to the emotion type \(y_{c}\). At the meantime, the discriminator \(D(I_{yu})\) tends to classify the generated picture as fake, according to the probability of the overlapping patches to be real. In video migration, there are two challenges should be solved: Firstly, how to avoid irrelevant face section (e.g., a talking mouth) on the migration of emotions? Secondly, for non-real world data distributions which are not previously known by the model, how to accurately generate corresponding expressions? The following designs specially deal with these two challenges.

1) Expression Attention: Inspired by the attention mask idea in GANimation [11], in GANemotion, we assign different weights between expression-related AUs in mouth range and other AUs. The algorithm to get the generator condition \(y_{c}\) is shown in Algorithm 1. The parameter \(\alpha_{1}, \alpha_{2}\) represents different degrees of activation on target AUs involved in expressions. In this algorithm, we only consider the effect on mouth motion, which we believe it can be extended to general scenarios, like hair swing or eyes blinking. If the traversed AU is associated with mouth motion, lower weight will be multiplied in front of this AU values to decrease its effect on the mouth, and vice versa. After returning, the generator will migrate expressions from \(I_{yj}\) to \(I_{yu}\), with condition of \(y_{c}\). The actual process of GANs in this module can be represented in Fig. 4. This method is robust to light conditions and non-real world data, where the \(y_{c}\) is consisted by standard AU expressions. The next subsection will explain this part in detail. \(I_{yu} = G(I_{yj}|y_{c})\)

Algorithm 1: Expression Attention Algorithm

Input: \(\alpha_{1}, \alpha_{2}, y_{j}, y_{c}\)
Output: Generator condition \(y_{c}\)
1. \(y_{c} \leftarrow y_{j}\);  
2. for \(A_{U_{i}}\) in ALL AVAILABLE AU do  
3. \(y_{c} = 0\)  
4. if \(A_{U_{i}}\) in \(y_{c}\) then  
5. if \(A_{U_{i}}\) is in mouth range then  
6. \(y_{c}[i] = (1 - \alpha_{1}) \times y_{c}[i] + \alpha_{1} \times y_{c}[i]; \)
7. else  
8. \(y_{c}[i] = (1 - \alpha_{2}) \times y_{c}[i] + \alpha_{2} \times y_{c}[i]; \)
9. end  
10. end  
11. return \(y_{c}\);  

2) Edition on Standard AUs: For non-real world data distributions, where the model is lacking in pre-knowledge, it is difficult to find suitable AUs based on emotion requests. Again taking the Anchor as an example, all videos collected are represented by neutral facial expressions because of its “indifference”. We cannot find corresponding happy or sad AU representations for its videos. To solve this problem, we pre-define standard AUs for 7 emotion types, which are analyzed as more than 60% probability to show in general facial expression processing [43]. Summarized in Table I, the third column of I, this standard library can help to generate accurate facial expressions for virtual characters.

V. IMPLEMENTATION DETAILS

As GANemotion is composed by three main modules, where each of them contains a deep neural network, they are trained separately.

Training on audio emotion classification module. We leverage the pre-trained BERT model and fine-tuning it with Kaggle dataset, which has 30K tweets divided to 28K training set and 2K testing set. The categories are summarized from 13 to 7. We use Adam optimizer [44] with several necessary parameters: \(b_{1} = 0.9, b_{2} = 0.999, \text{error} = 1e^{-6}\), and weight decay= 0.01.
TABLE II
EVALUATION AND COMPARISON BETWEEN OUR CLASSIFICATION MODULE WITH THREE OTHER BENCHMARKS.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Problem</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shinohara et al. [13]</td>
<td>HLAC+ Fisher weight mapping</td>
<td>Manual face cropping</td>
<td>69.4%</td>
</tr>
<tr>
<td>Lyons et al. [14]</td>
<td>Gabor wavelet+ PCA+ LDA</td>
<td>Manual fiducial points selection</td>
<td>75%</td>
</tr>
<tr>
<td>Feng [15]</td>
<td>LBP+ Coarse-to-Fine classification</td>
<td>Face cropping by position of pupils</td>
<td>77%</td>
</tr>
<tr>
<td>GANemotion</td>
<td>Ensemble learning</td>
<td>Complicated deep learning structure</td>
<td>78.5%</td>
</tr>
</tbody>
</table>

Training on facial expression classification module. The stacked model in this module is pre-trained on Cifar10 dataset [34] with fine-tuning on FER2013 dataset [45]. In Cifar10 dataset, the total 60K 32 × 32 colour images in 10 classes are grouped by 50K training set and 10K testing set. In FER2013 dataset, the total 35K datapoints will be separated to 28K training set and 7717 points used for testing. Similar to the above module, we still use Adam optimizer, but with 0.0005 learning rate, 200 epochs, and 32 batch size.

Training on facial expression migration module. Our GANs model is modified based on GANimation, where all parameters are kept the same, except the evaluated α. The model is trained on EmotioNet dataset [43], with 191,160 in 200K for training and the rest for testing. The batch size is set as 25, and the epoch is 30. The AUs in this module can be obtained by OpenFace API [46].

For the final test, three modules will structurally connect and take one input image (one frame in the video) with one audio at the same timestamp as inputs. The audio will firstly pass the speech-to-text transcription on the IBM Watson Python SDK [47]. And the resulting texts together with frames will be parallelled put into two classification modules. The final generated frame will be applied back to the original video depending on its timestamp. All of these modules are coded in Python and running on Ubuntu 16.04.5 LTS with single NVIDIA GTX 1080 Ti GPU.

VI. PERFORMANCE EVALUATION

This section will provide a comprehensive evaluation of GANemotion. As three main modules have different designs, their performances are respectively shown in each following subsections. For evaluation on facial expression classification, we show the classification accuracy compared with three benchmarks: Shinohara et al. [13], Lyons et al. [14], and Feng [15]. The audio emotion classification module is evaluated also on its accuracy. Furthermore, for the migration module, we globally test its behavior on two extreme conditions: (i) non-real world characters; (ii) low illumination condition, and shows its migration results by figures. Note that for GANs, the most obvious performance can be seen from the quality of generated images, as long as they have higher resolution. So most of the results we present in this section is shown by images rather than evaluation indexes.

A. Evaluation on Facial Expression Classification Module

The evaluation on facial expression classification module is compared with three benchmarks:

1) Shinohara et al. [13]: This paper designs a Higher-order Local Auto-Correlation (HLAC) features with Fisher weight maps for classification. But it requires a manual face cropping.
2) Lyons et al. [14]: They propose the combination between Wavelet+PCA+LDA, where fiducial points are manually selected.
3) Feng [15]: This paper uses Local Binary Pattern (LBP) features with coarse-to-fine classification. It crops faces by the position of pupils.

Our module can automatically extract features by neural networks, and give better accuracy by ensemble learning. The compared results are shown in Table II. Additionally, we also compare the classification ability with the composed single model summarized in Table III. Our module outperforms in all these two comparisons, implying its ability for further classification. The corresponding confusion matrix is also provided in Fig. 5.

B. Evaluation on Audio Emotion Classification Module

This subsection shows the result of pre-trained BERT_Base model fine-tuning results by Kaggle dataset, with 13 original categories and 7 combined categories. The classification accuracy on 13 categories is 37.2%, while the result on 7 classes is 56.9%. It is obvious that the combined categories are beneficial.
for accuracy enhancement, which have **around 20% progress**. It is also worth noting that the fine-tuning results on 11 NLP tasks proposed by its original paper [31], including MNLI, QQP, QNLI, SST-2, CoLA, STS-B, MRP, RTE, WNLI, are all above 70%, with 81.9% average accuracy. But the sentiment task in **GANemotion** is 7-class emotion detection based on real-time audio, whose scenario is more complicated than these 11 tasks. The hidden meanings behind of sentences are complicated. Considering about a funny example, a girl possibly will express her “happiness” to her boyfriend even she is angry when they are in a quarrel.

**C. Evaluation on Migration Module**

As shown in Fig. 1, migration module based on GANs can successfully add more vivid facial expressions for original pictures. Two migration results are made to check the effect of $\alpha$ in Algorithm 1. Here, $\alpha = \alpha_1 + \alpha_2$. It proves that if $\alpha$ is high, the target AUs will have more effect on original pictures to generate facial expressions on a large extent, and vice versa. It is useful for customizing the requirements on facial expressions and corresponding scenarios. For example, cartoon producers will require higher $\alpha$ for exaggerating characters, while news reporter should be more conservative with lower $\alpha$ settings. Additionally, from the result of Fig. 1, accessories on faces like glasses will not disturb the final migration result. Further proved by Fig. 6, we apply **GANemotion** into a shortcut of videos for Anchor. The migrated facial expressions are corresponding to the content of his speech, which can successfully increase his vitality on news broadcasting.

In addition to Fig. 1 and Fig. 6, Fig. 7 proves the feasibility of **GANemotion** on processing virtual characters. As their data distributions are not known by GANs before, we use the standard AU library for further processing, where their AUs can be extracted by OpenFace API [46]. The migration results follow the same rules on different effects of $\alpha$.

**VII. CONCLUSION**

The intuitive way for vitality enhancement is the addition of facial expression, to change an indifferent face to more vivid expressions. Although recent researches have solved this problem based on GANs, they cannot automatically acquire the labeling for target generations. In this paper, we propose **GANemotion**, to build a more convenient emotion migration model on GANs. The audio emotion classification provides emotion type as migration labels. With the basis of facial expression classification, the migration model by GANs can overcome the limitations on non-real world characters, and low illumination conditions, with guaranteeing the normal mouth behaviour. Rich training, fine-tuning, and customized design in **GANemotion** make it as an effective migration architecture. Evaluation results have shown its power on vitality enhancement, breaking the limits of non-real world characters and low illumination conditions.

For further enhancement of our work, we propose two possible future directions for research improvement. The first one is to apply face pose adjustment for standardizing the input images. As we leverage standard AUs with fixed positions, if the face in an image is in a side pose, the GANs cannot generate correct results. To this end, we tend to add standardize step on images before putting into GANs module. A lot of methods [48], [49] have been proposed for this face pose adjustment, which can help us in this direction.

The second one is the improvement on AU libraries used in the migration module. As shown in Fig. 8, the migration result reveals visible artifacts because of the leverage of standard AU libraries. We tend to research on AU prediction corresponding to different characters to realize more smooth and natural facial expression migration.
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